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Uncertainty and Artificial IntelligenceArtifi
ial Intelligen
e 
an be de�ned as the s
ien
e of automating hu-man mental pro
esses. Of 
ourse, a ma
hine exe
uting a human task onlymakes sense if the pro
ess 
an be better, 
heaper and/or faster exe
uted by thema
hine than by a human being.The bene�ts are obvious if the pro
ess has at least one of the following features:

• Memorizing and 
omputing abilities are essential for its exe
ution (1).
• Cultural, edu
ational or emotional fa
tors, stress and fatigue tend to per-turb or alter its exe
ution by human beings (2).Let us 
onsider a dramati
 example of a human pro
ess failure, the Challengerdisaster, on January 28, 1986. The a

ident was 
aused by a leak through afaulty seal in one of the solid ro
ket boosters. The day was unusually 
old (mi-nus 2ÆC, approximately 10ÆC below the average temperature at this time of theyear), and the joints did not work properly. It has been argued that the disas-ter would not have happened if the possibility of su
h a low temperature hadbeen 
onsidered, and also, that the design failure was due to the 
ommonpla
e` winters in Florida are mild '. One has to be extremely 
areful with assertionsregarding the 
auses of su
h a disaster. Let us assume however, for the purposeof the analysis, that the 
old temperature was indeed the initiating event of thea

ident. Then the design failure and its dramati
 
onsequen
es 
an either beattributed to a limitation of human 
apabilities: 
onsidering all possible valuesof ea
h parameter dire
tly or indire
tly a�e
ting the laun
h of the shuttle wasimpossible (1), or alternatively, be interpreted as the 
onsequen
e of a 
ulturalbias: the idea that ` winters in Florida are mild ' (2).1



The limitations of human mental 
apa
ities (1) are more noti
eable and tendto have more serious 
onsequen
es, in a 
ontext of un
ertainty. Consider, aninvestment de
ision regarding, for example, a power plant. Many parameters(fuel 
osts, performan
e and availability of the plant, ele
tri
ity pri
es) - andtheir evolutions over several de
ades - need to be taken into a

ount to evaluatethe rate of return of the investment: traditional deterministi
 evaluations arequite 
omplex; 
onsidering a probability distribution for ea
h of the relevantparameters make them untra
table.Similarly, psy
hologi
al e�e
ts (2) play a greater role in a 
ontext of un
ertainty.Randomness always generates stress. The reason why traÆ
 jams, outages intrains, delays in 
ights make people so nervous is not the loss of time per se, butthe un
ertainty regarding how mu
h time is going to be lost. Depending on theindividuals, randomness 
an be destabilizing, ` paralysing ' or on the 
ontrary,ex
iting or even exhilarating. These e�e
ts 
onfuse human rationality.Our analysis thus suggests that the potential 
ontribution of Arti�
ial Intel-ligen
e is greater in a 
ontext of un
ertainty. This is obvious in the �eld ofboard games, whi
h has been used as a ben
hmark to the AI methods sin
ethe infan
y of this s
ien
e. Nowadays, ma
hines perform better than the besthuman experts in many games. This superiority, however, was a
hieved mu
hearlier in the games involving randomness than in games in whi
h the sequen
eof events only results from the de
isions of the players. In 1979, world ba
kgam-mon 
hampion Luigi Villa was defeated in a 7-point mat
h by a program 
alledBKG 9.8. It was not before eighteen years later - a very long time if you 
on-sider the tremendous improvements of the ma
hines 
apa
ities1 - before a 
hessprogram Deep Blue 
ould beat the best player of the world Garry Kasparov,in a 6-game mat
h.
Bayesian NetworksCon
eptuals tools to model and quantify un
ertainty are available sin
ethe development of probability theory by Blaise Pas
al, in the 17th 
en-tury. However, 
ombinatorial explosion e�e
ts tend to blunt their pra
ti
alimplementation. If the rentability of an investment depends on ten un
ertainparameters, and if ea
h of them takes on ten di�erent values, then one has toidentify, analyse and a�e
t probabilities to ten billions (1010) s
enarios to �ndthe best de
ision. Su
h an approa
h is unlikely to lead to a 
onvin
ing androbust de
ision support.Bayesian Networks, developed in the 1990s, are relatively intuitive modelswhi
h help to redu
e the intrinsi
 
omplexity of probabilisti
 approa
hes. Givenun
ertain and mutually in
uen
ed variables, the key idea is to fo
us on dire
tand signi�
ant in
uen
es between them, and to represent the in
uen
es in adiagram of boxes and arrows.1To illustrate the improvements in 
omputing performan
es in the period: in 1979, 1million 
orre
t de
imal digits of the number � (3.14159265...) had been 
omputed; eighteenyears later: 51 billions! 2



Figure 1 is an example of Bayesian network used as a de
ision support. Themodel evaluates the 
onsequen
es, for a ski resort, of investing in a snow 
annon.Two output variables are 
onsidered: �nan
ial result and 
ustomer satisfa
tion.The snow 
annon variable is a de
ision variable. Its value depends only onthe will of the ski resort managers. Weather variables su
h as ` Snowfall ' and` Sunshine ' are not in
uen
ed by any other variable in the model. The sevenother variables depend, more or less, on the invest de
ision and on the 
limati
parameters. These dependen
ies are des
ribed in ` 
onditional probability ta-bles '. De
ision aiding indi
ators (e.g., the expe
ted �nan
ial results with andwithout the snow 
annon) 
an be produ
ed on the basis of the probability dis-tributions of the two output variables. The model may also be used to simulates
enarios, e.g., a s
enario of la
k of snow.Suppose that we 
hoose to 
onsider ten possible values (or range of values) forea
h variable. Then, the model is de�ned by approximately 3,000 probabilities,whereas ten billions 
on�gurations of the variables are theoreti
ally possible.Apart from this dramati
 redu
tion of the initial 
omplexity of the problem, theuser-friendly, graphi
al representation of the model fa
ilitates the dis
ussionsbetween experts and de
ision-makers, whi
h 
an easily be involved in the model
onstru
tion.Figure 1: Example of Bayesian network: the 
onsequen
es of a de
ision (man-agers of a ski resort buying a snow 
annon) on the �nan
ial result and the
ustomer satisfa
tion.Snow
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